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Energy landscape of the ribosomal decoding center
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Abstract

The ribosome decodes the genetic information that resides in nucleic acids. A key component of the decoding mechanism is a conformational
switch in the decoding center of the small ribosomal subunit discovered in high-resolution X-ray crystallography studies. It is known that small
subunit nucleotides A1492 and A1493 flip out of helix 44 upon transfer RNA (tRNA) binding; however, the operation principles of this switch
remain unknown. Replica molecular dynamics simulations reveal a low free energy barrier between flipped-out and flipped-in states, consistent
with a switch that can be controlled by shifting the equilibrium between states. The barrier determined by the simulations is sufficiently small for
the binding of ligands, such as tRNAs or aminoglycoside antibiotics, to shift the equilibrium.
© 2006 Published by Elsevier SAS.
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1. Introduction

The ribosome implements the genetic code by translating
information residing in nucleic acid into protein, a process cen-
tral to biological systems. During translation, the ribosome
must decode genetic information, based on a four nucleotide
alphabet, into a protein sequence, based on a twenty amino
acid alphabet [1–3]. To accomplish this feat, it uses a molecu-
lar look-up table, embodied by the set of transfer RNAs
(tRNAs), which convert three-letter codons into one-letter
amino acids, according to the genetic code. During each
round of decoding, the ribosome searches through the table
for a correct match with the messenger RNA (mRNA) codon
by binding tRNAs (in the form of aminoacyl–tRNA:EF–Tu:
GTP ternary complexes), incorporating only the matching
amino acid into the nascent polypeptide chain [4]. Because
the ribosome is the only molecular machine able to transform
one long string of information into another long string of infor-
mation using a non-trivial look-up table operation, it is analo-
gous to the central processing unit (CPU) of a computer.

The mechanism by which the ribosome is able to decode
genetic information has been studied for 40 years and is still

unsolved at the molecular level [5]. A key conformational
change that occurs during decoding is the flipping of two uni-
versally conserved 16S rRNA adenines (A1492 and A1493).
Early NMR studies suggested that these two adenines are dis-
ordered and may have several different flipped-in substates [6].
The Ramakrishnan group has shown that bases A1492 and
A1493, which normally reside inside a helix (small subunit
helix SH44), flip out of the helix upon tRNA binding, interact-
ing simultaneously with the tRNA anticodon and the mRNA
codon [7]. This transition is accompanied by a flip of G530
from the syn to antisyn configuration. Here, the term ‘flipping’
refers to a shift in equilibrium between the flipped-in and
flipped-out states. Furthermore, there is likely to be a distribu-
tion both of flipped-in conformations and flipped-out confor-
mations, each characterized by a basin of finite extent in
configuration-space. The process of flipping and the associated
change in free energy correspond to the transition between
basins.

The X-ray structure shows the flipped-in state to have high
B-factors, suggesting that A1492 and A1493 are somewhat dis-
ordered in the flipped-in state. The flipped-out state has rela-
tively low B-factors, suggesting that the tRNA significantly
stabilizes the flipped-out state [7]. When in the flipped-out
state, A1492–A1493 form five hydrogen bonds with the
codon–anticodon minihelix, demonstrating their key role in
decoding. The importance of these hydrogen bonds has been
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underscored by recent biochemical experiments demonstrating
the significant effect on A-site tRNA binding produced by the
removal of these hydrogen bonds [8,9]. A1492, A1493 and
G530 are not only universally conserved, but have lethal
mutant phenotypes [10–12].

A1492 and A1493 are positioned in an unstable configura-
tion in the decoding center helix and are prone to flip out of the
helix (Fig. 1). In particular, A1492 and A1493 are shared by
A1408 in a 2:1 bulge with A:A non-Watson–Crick base pair
geometries [7,13,14]. The helix itself is not A-form, but is
curved at the point of this bulge. The decoding helix is effec-
tively designed to facilitate the flipping of A1492–A1493 and
may act as a switch convert the ribosome from rejecting to
accepting states during decoding.

Numerous structural studies have been performed on the
decoding center helix (small subunit helix 44) in complex
with antibiotics [15]. NMR studies have determined the solu-
tion structure of the decoding center helix in the presence of
the aminoglycosides gentamicin and paromomycin for prokar-
yotic and eukaryotic wild type systems, as well as various
resistant mutants [16–23]. High-resolution X-ray structures of
the decoding center helix have determined the precise hydro-
gen bond network between the antibiotic and the decoding cen-
ter for a large suite of antibiotics, including paromomycin,
tobramycin and geneticin [24–26]. Similar structures have
been solved for several resistant mutants [27] and, most
recently, for the case of H. sapiens [28]. The H. sapiens struc-
ture demonstrates that the decoding helix may have multiple
flipped-in conformations. The decoding bases were found to

flip upon binding of aminoglycosides for the isolated decoding
center helix and for the intact small ribosomal subunit [13,29].

While X-ray structures of the small subunit in the presence
of cognate tRNA anticodon stem loops (ASLs) show both
A1492 and A1493 flipped-out, structures in the presence of
near-cognate ASLs in absence of antibiotics show A1493
flipped-out and A1492 flipped-in [30]. Recent structures of
the 70S ribosome show A1493 and A1492 flipped-out in one
conformation, and A1493 alone flipped-out in a second con-
formation [31].

In reality, an equilibrium between the flipped-in and
flipped-out configurations exists, which is shifted towards the
flipped-in configuration in absence of cognate tRNAs, and
towards the flipped-out configuration in the presence of cog-
nate tRNAs. Near-cognate tRNAs represent an intermediate
case, where non-Watson–Crick codon–anticodon base pairs
alter the geometry of the codon–anticodon minihelix. In this
case, the codon–anticodon–ribosome hydrogen bonds may be
weakened sufficiently to shift the equilibrium from flipped-out
to flipped-in. The shift in equilibrium depends on the differ-
ence in free energy between the flipped-in and flipped-out
states, as well as the size of the activation barrier.

Fast flipping will allow slight differences between cognate
and near-cognate anticodons to change the flipping equili-
brium. Slow flipping, or a high flipping barrier, will require a
large change to trigger base-flipping, such as the binding of a
tRNA molecule. In this case, we would expect the decoding
bases to be in the flipped-out configuration for both cognate
and near-cognate tRNAs. Finally, a low flipping barrier may
allow the decoding bases to flip in and out during translocation
in order to grip and release the mRNA molecule [8]. Here, we
explore the energy landscape of the decoding center to estimate
the change in free energy and the activation barrier height of
decoding base flip events.

With regard to computational methods, replica simulations
(replica exchange molecular dynamics or REMD) have pre-
viously helped elucidate the thermodynamics of protein folding
systems [32–35]. With respect to the ribosome, Harvey and co-
workers created a structural model of the tRNA–rRNA–mRNA
interaction [36,37]. Several dynamics modeling studies have
been performed [38–44]; however, to date, no thermodynamics
simulations of the ribosome have been performed.

Here, the replica method used in protein folding simulations
is applied to the conformational switch in the decoding center.
We emphasize that protein folding differs significantly from
base-flipping events. In base-flipping, the total root mean
squared deviation (RMSD) during the conformational change
of the decoding region of SH44 is 2.97 Å, much smaller than
the RMSD change that occurs during the folding of a small
peptide. The base-flipping RMSD is comparable to the width
of a single free energy basin in a protein folding simulation,
rather than the distance traveled during a transition between
basins [34,45]. While base-flipping barriers are relatively high
in the case of Watson–Crick base pairs in DNA helices, we
expect the barrier to be significantly lower in the case of the
decoding helix because of the unusual geometry and non-

Fig. 1. The ribosomal decoding center helix. X-ray structure of the 16S rRNA
SH44 decoding center helix in the (a) flipped-in and (b) flipped-out
configurations, used as initial structures in the REMD simulations. Cyan,
A1408; white, A1492; green, A1493; yellow, backbone; blue, bases. (c)
Secondary structure of decoding center helix shows the unstable 2:1 bulge with
A:A non-Watson–Crick pairs. A1408 is shared by A1492 and A1493.
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Watson–Crick nature of the flipping bases. Thus, we expect
base-flipping simulations of the decoding center to require
less sampling than protein folding and DNA systems. REMD
enhances conformational sampling by a factor of ~35 over tra-
ditional single-temperature molecular dynamics simulation
techniques [32,46].

2. Methods

The replica algorithm is characterized by performing simu-
lations of a large number of copies of the original system to
obtain a temperature distribution of the configurations avail-
able to a particular biomolecular system [47]. Copies of the
system, identical except for temperature, exchange tempera-
tures after a given time interval, avoiding kinetic traps by sam-
pling high temperatures. This temperature sampling facilitates
barrier crossings on the energy landscape (i.e. transitions
between stable configurations), which may be prohibited by
large barriers occurring at low temperatures. Precisely, a distri-
bution of target temperatures T1, .... Ti, Tj, ..., TM is chosen for
M replicas, whose coordinates are represented by q1, ..., qm, qn,
..., qM. Each replica attempts to exchange temperatures with
another replica system using the Monte Carlo criterion:

PðexchangeÞ ¼ expð1=kTi $ 1=kTjÞ
!
EðqmÞ $ EðqnÞ

"

Because the number of time steps between exchange
attempts is much greater than unity, the communication
requirements of this method are minimal, resulting in near-
linear scaling of simulation speed-up with processor number.

The initial structures consisted of 16S rRNA nucleotides
1404–1411 and 1489–1497 from the small subunit structures
of Ramakrishnan (PDB accession code 1J5E and 1IBM) [7,
14]. The starting structures consisted of four configurations:
(1) both A1492–A1493 flipped-in (1J5E); (2) both A1492–
A1493 flipped-out (1IBM); (3) A1492 flipped-in and A1493
flipped-out; and (4) A1492 flipped-out and A1493 flipped-in.
Configurations (3) and (4) were modeled by superposing (1)
and (2). Excess ions were placed randomly in a box of
(55 Å)3 at concentrations of 0.1 M KCl and 7 mM MgCl2.
The molecular dynamics protocol was inspired by the exten-
sive set of RNA simulations of Auffinger and Westhof [48–
52]. The system was solvated with TIP3P water
(Natoms = 16,389), minimized, and subsequently equilibrated
at constant temperature (T = 300 K) for 50 ps using a time
step of 2 fs and the AMBER force field with particle mesh
Ewald electrostatics [53]. To mimic the context of the small
ribosomal subunit, the ends of SH44 (C1404, C1411, G1489
and G1497) were restrained by a harmonic potential of
1 kcal/mol Å2. We used a method described previously in
[32] to obtain a temperature distribution of 48 replicas in the
range of 312.0 < T < 544.5 K. The system was run in produc-
tion exchange mode for 5.62 ns per replica, with exchange
attempts every 0.25 ps, giving a total sampling of ~ 0.27 μs.

The choice of order parameter is crucial to the interpretation
of the simulation results. Torsional parameters do not uniquely

describe the flipping-in and flipping-out of 16S rRNA bases
A1492–A1493. Rotational helical parameters (tip, inclination,
opening, propeller, buckle, twist, roll, and tilt) also fail to
uniquely capture base-flipping, in the sense that other confor-
mations besides flipped-in and flipped-out conformations dis-
play values similar to those of the flipped-in and flipped-out
conformations. Base pair hydrogen bond distances are also
incapable of uniquely describing the flipping in/out. We use
the order parameter, θ, defined by MacKerell, which defines a
pseudo-dihedral angle between the center of mass of the neigh-
boring base pair (C1407:G1491), the neighboring sugar
(G1491), the sugar (A1492) and the base (A1492) of flipping
nucleotides [54,55]. A similar definition was used for A1493.

The free energy landscape of the decoding base-flip confor-
mational change is obtained using the potential-of-mean-force
(PMF), w = –kT ln P(r), where P(r) = nr/N is the probability of
the system residing in state r, nr is the number of configura-
tions of state r sampled during the simulation, N is the total
number of configurations sampled, r is a 3N0-dimensional
state vector describing the configuration, and N0 is the number
of solute atoms. The PMF is equal to the change in free energy
required to move the system from any of the sampled states to
the specific state, r. The change in free energy due to base-
flipping is estimated by subtracting the flipped-in value of the
PMF (i.e. the value of the minimum of the flipped-in basin)
from the flipped-out value of the PMF. Figures were generated
using VMD [56].

3. Results

The free energy landscape as determined by the potential-
of-mean force surface on the (θ, T)-plane displays the confor-
mational space sampled by A1492 and A1493 during the simu-
lation (Fig. 2). The landscapes of A1492 and A1493 both show
a major basin corresponding to the flipped-in state and several
smaller flipped-out basins. The surface is rugged in both the θ-
direction and the T-direction. Although the relative barrier
heights show a tendency to decrease as a function of tempera-
ture, the landscape is far from monotonic as a function of tem-
perature for a given value of θ. The advantage of the replica
method is shown explicitly by the A1493 landscape (Fig. 2),
where θ-values, which are forbidden at low temperatures (e.g.
θ ~ –100°), are easily accessible at higher temperatures.

The sampled configurations define the flipped-in and
flipped-out basins in the free energy landscape. That is, the
flipped-in basin consists of pseudo-dihedral angles in the
range, –5° < θ < 60°. Configurations outside of this range are
considered to be flipped-out. Typical configurations for the
flipped-in and flipped-out states are shown in Fig. 2. More
examples of conformations corresponding to various values
of θ are shown in Fig. 3 for the case of A1492.

A base-flipping event is defined as a conformational change
of either A1492 or A1493 into or out of its respective flipped-
in basin. Many base-flipping transitions were observed for
A1492 and A1493, including single-base transitions and transi-
tions in which A1492 and A1493 flip in or out of SH44 simul-
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taneously. An example of a tandem-flipping events is shown in
Fig. 4, where A1492 and A1493 simultaneously change con-
figurations from the flipped-out state to the flipped-in state.
Quantitatively, A1492 is said to undergo a flipping-out event
when its trajectory passes from (–5 < θ < 60°) to (θ < –80° or
θ > 135°). A1493 is said to undergo a flipping-out event when
its trajectory passes from (0 < θ < 50°) to (θ < –75° or
θ > 125°). The event definition uses a 75° barrier crossing buf-
fer to eliminate spurious fluctuations near the barrier, ensuring
bonafied crossing events. Because the size of the flipped-in
basin differs for A1492 and A1493 (Fig. 2), the quantitative
definition of a flipping event also differs for A1492 and
A1493. While some of the base-flipping events occur rapidly
(τflip ~ 10 ps), many flipping events occur quite gradually, with
the base adopting several metastable intermediate conforma-
tions. In these cases the transition occurs over several hundred
picoseconds, with some trajectories displaying events occur-
ring over the course of a nanosecond. In all, 211 flipping
events were observed for A1492 and 1089 events for A1493,
yielding approximately fivefold times more flipping events for
A1493 in comparison to A1492. On average, approximately 27
flipping events (of either A1492 or A1493) were observed per
replica. We emphasize that these events result from the sto-
chastic heating and cooling of each replica. While replica simu-
lations produce the thermodynamics of the system, they do not
capture kinetics. The flipping timescale may be estimated from
replica simulations using the autocorrelation time of the order

Fig. 2. Energy landscape of the ribosomal decoding center helix. Lower left: Free energy as a function of (θ, T) for A1492, where θ is the flipping pseudo-dihedral
angle defined in the text. Lower right: Free energy as a function of (θ, T) for A1493. Structures depict typical configurations for the flipped-out (left and right) and
flipped-in (middle) basins. White, A1492; green, A1493.

Fig. 3. Examples of conformations of 16S rRNA nucleotides A1492 (magenta)
and A1408 (green) for different values of θ. The flipped-in basin includes
-5° < θ < 60°. The flipped-out state of A1492 is defined by all other values of θ.
(a–b) Partially flipped-out state. (c–d) Flipped-in state. (e) Fully flipped-out
state.

K.Y. Sanbonmatsu / Biochimie ■■ (2006) ■■■4



457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513

514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570

ARTICLE IN PRESS

UN
CO

RR
EC

TE
D
PR

OO
F

parameter and a quasiharmonic approximation for the flipped-
in free energy basin [34]. While this is beyond the scope of this
short letter, these estimates are currently being computed. It
should be noted that the number of flipping events is sensitive
to the choice of order parameter and may be lower for an
improved choice of order parameter.

Consistent with the X-ray crystallography structures, the
simulations show the flipped-in states to be more energetically
favorable than the flipped-out states. States with A1492 or
A1493 completely flipped-out (θ ~ 180°) are rarely sampled,
while states with the adenines partially flipped-out are sampled
more often. The energy landscape shows a change in free
energy between flipped-in and flipped-out of 0.66 and
1.01 kcal/mol for A1492 and A1493, respectively. The barrier
heights of these flipping transitions are 1.68 and 1.38 kcal/mol
for A1492 and A1493, respectively. The results may differ
when more extensive sampling is obtained, considering that
these simulations only had ~ 0.27 μs sampling. Furthermore,
the free energy values may also depend on the force field para-
meters and the order parameter.

4. Discussion

The simulations suggest that a dynamic equilibrium exists
between the flipped-in and flipped-out states of A1492 and

A1493. While conformational sampling is an important factor
in obtaining realistic simulations of RNA systems, even an
infinite amount of sampling will not produce accurate results
without a corresponding accurate force field. A tremendous
amount of outstanding work has produced the high quality
force fields available today. Despite differences in force field
parameterization techniques, recent versions of AMBER [57],
CHARMM [58,59] and BMS [60] each produce reasonable
properties of DNA for explicit solvent simulations [61]. Mole-
cular dynamics simulations of nucleic acids using these force
fields show good agreement with X-ray and NMR data with
regards to torsional and helical parameters [48,51,61–64].
Despite these successes, there is still room for improvement.
The groove widths appear to differ depending on the force
field used [61]. Additionally, these three force fields are addi-
tive in their treatment of electrostatic interactions, using partial
charges to approximate the effect of polarization [61,65].
While this approximation results in reasonably accurate hydro-
gen bonds (including angular dependence) [61], the polariza-
tion effect is included in an ad-hoc manner and is not included
explicitly. While most simulations using explicit treatment of
polarization have been performed on solvent alone, several
recent simulations of proteins have been performed [61]. The
partially covalent nature of hydrogen bonds is also neglected in
additive force fields [66]. Enhanced sampling simulations
represent one method of revealing previously unnoticed defi-
ciencies in the force field that have not been tested with suffi-
ciently long time scale sampling [67]. Ideally, an iterative pro-
cess of realistic time scale simulation, thermodynamics
experiments, comparison with experiment, and adjustment of
force field parameters will produce closer convergence
between theory and experiment.

The purpose of this short letter is to illuminate, qualita-
tively, the issues involved with respect to decoding and the
thermodynamics of decoding base-flip transitions. Our estimate
of ΔGflip ~ 0.8 kcal/mol (averaged over A1492 and A1493)
suggests that the flipping is fast and may allow slight differ-
ences between cognate and near-cognate anticodons to change
the flipping equilibrium. The simulations are consistent with a
slightly favorable flipped-in state in absence of ligands. We
emphasize that due to limitations in sampling and force field
accuracy, it is difficult to assign error bars to our estimate. The
accuracy of the simulation can be tested with corresponding
fluorescence and thermodynamics studies of decoding helix
base-flipping. In particular, fluorescence studies of the A-site
helix with 2-aminopurine substitutions of A1492 and A1493
have displayed flipped-in or flipped-out states [68]. If these
studies are correlated to thermodynamics studies of the same
systems, it may possible to estimate values of ΔG, validating
our simulations. Given the uncertainties of the simulations, we
would consider experimental values of 0.5–5 kcal/mol for flip-
ping validation of our simulation.

If the decoding nucleotides are continuously flipping in and
out of SH44, ligands (aminoacyl-tRNAs and aminoglycoside
antibiotics) might activate the decoding switch by trapping
the bases in the flipped-out state. In particular, the presence
of a cognate tRNA would be sufficient to shift the equilibrium

Fig. 4. Tandem flipping events. Several flipping events were observed where
both A1492 and A1493 flipped-in or out of SH44 simultaneously. Time series
of one such event is shown. Time is measured from the beginning of the
transition event. Red, A1492 and A1493; blue, backbone; green bases.
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from the flipped-in state to the flipped-out state. In cases of
near-cognate tRNAs bound to the ribosome lacking a single
rRNA–tRNA hydrogen bond relative to the cognate tRNA in
the flipped-out state, the change in the decoding center energy
landscape due to the presence of the tRNA may not be large
enough to shift the equilibrium completely to the flipped-out
state. The shift in equilibrium to the flipped-in state for both
A1492 and A1493 will result in the loss of four hydrogen
bonds and the likely rejection of the tRNA.

The tandem flipping events observed in the simulation sug-
gest that the stacking energy is significant. In the flipped-in
state of the both the simulations and the X-ray structure, the
bases are not entirely flipped-in. Thus, the strongest stacking
interactions that A1492 and A1493 encounter may be with
each other. Simulations of the decoding helix in the presence
of cognate and near-cognate tRNAs will demonstrate whether
or not A1492 and A1493 are indeed the decoding switch.
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